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Group Equivariant Subsampling/Upsampling
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In this work, we propose group equivariant subsampling/upsampling 
(G-subsampling/G-upsampling) layers.
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Application: Group Equivariant Autoencoders (GAEs)



Max-Pooling & Strided Convolutions

StridesKernel size Scale factor

Both are equivariant 
operations



1D Translation Case of Conventional Subsampling

Shift to right by 1 unit



1D Translation Case of G-Subsampling



1D Translation Case of G-Subsampling



Multiple Layers of G-Subsampling

(Equivariant convolutional layers inserted between 
subsampling layers are omitted in this illustration.)



General Case of G-Subsampling

Generalise



Multiple Layers of G-Subsampling

is a sequence of nested subgroups.





Application: Group Equivariant Autoencoders (GAEs)



Variants of Autoencoders in Comparison
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Wallpaper groups:

● p1: All 2D integer translations

● p4: All compositions of 2D integer translations and rotations by a multiple of 90 degrees.

● p4m: All compositions of elements in p4 and the mirror reflection



GAE Reconstruction Error on Single Object Datasets
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Generalisation to out-of-distribution object locations and poses

During training, we constrain shapes to be in the top-left quarter, and the orientation to be 
always less than 90 degrees. 

On the right, we compare the error of reconstructions of different models generalise on 
objects at unseen locations in the first row, and how they generalise to unseen orientations 
in the second row.



Unsupervised Scene Decomposition with MONet



Unsupervised Scene Decomposition with MONet



Experiments: Multiple Objects

MSE:  Measure the overall reconstruction quality, the lower the better.
ARI:    Measure the (foreground) object segmentation performance, the higher the better.



Conclusions

● We have proposed subsampling/upsampling operations that preserve group 
equivariance.

● We have used the proposed layers to construct exact group equivariant 
autoencoders.

● We have shown that the proposed subsampling/upsampling layers can improve 
sample efficiency in both single-object and multi-object representation learning 
models.


