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Problem Setting: Robust Training

Generalize to

Train on clean images

Evaluate robustness against unseen 
natural corruptions (e.g., ImageNet-C [1])

[1] Hendrycks, D. and Dietterich, T. Benchmarking neural network robustness to common corruptions and perturbations. ICLR, 2019.



Motivation: Unification between Diversity and Hardness

Figure 1: Features of augmented images fed to the network during training. Different colors represent images of different classes. 

[1] [2]

[1] Hendrycks, D. et al. AugMix: A simple data processing method to improve robustness and uncertainty. ICLR, 2020.
[2] Madry, A. et al. Towards deep learning models resistant to adversarial attacks. ICLR, 2018. 

ü Previous methods:Leverage either diversity or hardness to improve robustness. 
ü AugMax: Unify diversity and hardness in a single framework.



Overall Framework of AugMax

Method Mixing parameters 
(◌ᶻȟάᶻ)

AugMix[1] Randomly selected

AugMax Adversariallylearned

Ὢ: classifier (CNN) with parameter Ᵽ
Ὣ: data augmentation pipeline
ὀȟὁ: data and label
◌zȟά :z mixing parameters
ʎ: softmaxfunction
ὒȟὒ: Loss functions
˂Υ ƘȅǇŜǊ-parameter

Adversariallyselected

AugMax

[1] Hendrycks, D. et al. AugMix: A simple data processing method to improve robustness and uncertainty. ICLR, 2020.



DuBIN: Disentangled Normalization for 
Heterogeneous Features

Split features along 
channel dimension

Concatenate features 
along channel dimension

DuBN[1] DuBIN

●: Clean images
●ᶻ: Adversarial images

Route clean and 
adversarial images 
to different BN

Convolution with ὅchannels

[1] Xie, C. and Yuille, A. Intriguing properties of adversarial Training. ICLR, 2020.

Both ʎ and ʎ (the variance of ὄὔand ὄὔ) 
are smaller in the DuBINnetwork than in its 

DuBNcounterpart.

IN in DuBINcan reduce the feature diversity 
that BN needs to model, by sharing the burden 

of encoding instance-level diversity.
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Main Results: Robustness against Natural Corruptions

Evaluation results on CIFAR100 and CIFAR100-C.Evaluation results on CIFAR10 and CIFAR10-C. 

Evaluation results on ImageNet and ImageNet-C. Evaluation results on Tiny ImageNet and Tiny ImageNet-C. 


