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Introduction



• Autonomous navigation systems
• Surveillance systems
• Medicine and health care
• Reinforcement learning
• Generative modelling
• Style transfer
• Robotics
• Speech Processing
• Natural Language Processing

Deep	Learning	Applications

https://www.theverge.com/2016/3/9/1118
4362/google-alphago-go-deepmind-result

https://paulbiegler.com/2017/12/21/ai-beats-docs-in-
cancer-spotting/

https://www.theparliamentmagazine.eu/news/article/aut
onomous-driving-a-glimpse-into-the-future

https://www.icsfoundation.ie/can-make-care-
robots-affordable-need/



Adversarial	Attacks	
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Motivation	for	Adversarial	Defense	Research

https://www.technologyreview.com/2020/02/19/868188/hacke
rs-can-trick-a-tesla-into-accelerating-by-50-miles-per-hour/

Accessorize to a crime: Real and stealthy attacks on state-of-the-art face recognition, M 
Sharif, S Bhagavatula, L Bauer, MK Reiter, ACM SIGSAC 2016

https://www.vox.com/futu
re-
perfect/2019/4/8/182974
10/ai-tesla-self-driving-
cars-adversarial-
machine-learning

https://www.technologyreview.com/2020/02/19/868188/hackers-can-trick-a-tesla-into-accelerating-by-50-miles-per-hour/
https://www.vox.com/future-perfect/2019/4/8/18297410/ai-tesla-self-driving-cars-adversarial-machine-learning


Single-step defenses Multi-step defenses

Defending	against	Adversarial	Attacks

Input pre-processing 
based defenses

• Non-differentiable pre-
processing steps thwart 
gradient-based attacks

• Bit-depth reduction, JPEG 
compression, etc. 1

• No added computational 
cost during training

• Defenses broken using BPDA 
and EOT attacks

1 Guo et al. Countering adversarial images using input transformations. ICLR, 2018.
2 Goodfellow et al. Explaining and harnessing adversarial examples. ICLR, 2015.
3 Madry et al. Towards Deep Learning Models Resistant to Adversarial Attacks. ICLR, 2018.
4 Zhang et al. Theoretically principled trade-off between robustness and accuracy. ICML, 2019.

• Single-step gradients used 
for attack generation

• FGSM training 2
• Low computational cost
• Susceptible to Gradient 

Masking leading to a false 
sense of security and 
training  instability

• Suboptimal clean accuracy 
and robustness

• Strong multi-step attacks are 
used for training

• PGD-AT 3, TRADES 4

• Achieve state-of-the-art 
robustness

• High computational cost. 
Number of forward and 
backward propagations are 
~11x higher (for 10-step 
training)

Adversarial Training based methods 

FGSM-AT NuAT (Ours)



NuAT:	Nuclear	Norm	Adversarial	Training



Preliminaries:	Nuclear	Norm

• Forms a uniform upper bound of the Frobenius Norm
• Let                         be the Singular Value Decomposition of A



Nuclear	Norm	Regularization
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Nuclear	Norm	Regularization	



For a training minibatch                                 ,  

Generation	of	Nuclear-Norm	based	attack



Diversity	of	Nuclear-Norm	Attack

Confusion Matrices for predictions against adversarial attacks generated by maximizing the Nuclear 
norm and Frobenius norm of a matrix respectively. These are obtained for a normally trained model 
with ResNet-18 architecture on CIFAR-10 dataset.



NuAT:	Nuclear-Norm	Adversarial	Training

Adversarial Training
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Single-step Nuclear Norm based attack



NuAT-WA

Adversarial Training
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Single-step Nuclear Norm based attack



NuAT2:	2-step	Adversarial	Training

First attack step

Second attack step



NuAT2-WA

First attack step from EMA (Exponential moving average) model

Second attack step from the model being trained

Update weights of EMA model



Hybrid	Adversarial	Training	(NuAT-H)

Cross-Entropy Loss (Clean)

Successful Training
Training exhibiting Gradient Masking

B. Li, S. Wang, S. Jana, and L. Carin. Towards understanding fast adversarial training. arXiv preprint, arXiv:2006.03089, 2020

LCE, t <  τ . LCE, t-1

1- step attack 
(NuAT)

2- step attack 
(NuAT2)

No Yes



Experiments	and	Analysis



Results	on	CIFAR-10	(ResNet-18)



Results	on	CIFAR-10	(WideResNet-34-10)



Results	across	different	datasets



Efficiency	and	Effectiveness	of	NuAT



Summary



Summary

• Nuclear Norm Adversarial Training (NuAT) to improve adversarial robustness at 
low computational cost

• NuAT: SOTA across various single-step defenses

• NuAT2: Achieves results better than some multi-step (10-step) defenses (TRADES, 
PGD-AT), and comparable to the SOTA defense, TRADES-AWP

• NuAT-H: Bridges the computation-accuracy trade-off between NuAT and NuAT2

• Scales to large network capacities such as WideResNet

• Scales to large datasets such as ImageNet-100.



Thank You!
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