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Main approach

• Cluster tasks and try to map current task to the cluster such 
that SR is easiest to adapt 

• Use the SR’s flexibility to approximate the optimal value 
function 
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Bayesian Successor Representation (BSR)

M: Successor Representation
CR: Convolved reward map
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Results
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Multi-task exploration bonus 
by offsetting the reward belief vector w

w UCB inspired 
constant offset

w
Offset using CR
maps, acting as
priors for rewards
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