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Optimal Sparse Decision Tree
(Broward County Recidivism Data)
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Permutation Bound

Theorem: If two trees have the same leaves, up to a 
permutation, all their child trees will be the same, so one 
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Bounding the Search Space
• Other bounds enable even more pruning

– Equivalent points bound: Samples with the same features, but 
different predictions will produce misclassifications regardless of 
model.

– Bound on the number of leaves: Regularization value bounds the 
number of leaves.
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