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(c) Part attention + comparison with learned
prototypical parts (our model)
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ProtoPNet Architecture raEa

Black footed albatross BHER

Indigo bunting H

Cardinal

Clay colored sparrow

Common yellowthroat

Zom Similarity score

ENEEE

Convolutional layers Prototype layer gp Fully connected layer & Output logits L1 1]

12



13

ProtoPNet as Scoring Sheets

Original image Prototype  Training image Activation map Similarity Class Points
(box showing part that where prototype score connection contributed
looks like prototype)

comes from

a2

6.499 x 1.180 = 7.669

4392 x 1.127 = 4.950

3.890 x 1.108 = 4.310

Total points to red-bellied woodpecker: 32.736



Training Algorithm o

o
o meom B E H
W v

. Y el
"8

..
~
i

Stage 1: stochastic gradient descent (SGD) of layers before last layer
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Accuracy Comparison

Base

ProtoPNet

Baseline

Base

ProtoPNet

Baseline

VGG16

161 0.2

746 £ 0.2

VGG19

160 £ 0.2

75.1 04

Res34

9.2 0.1

82.3 £ 0.3

Res152

78.0 £ 0.3

81.5 £ 0.4

Densel21

80.2 &=0.2

80.5 £ 0.1

Densel61

80.1 £0.3

82.2 2 0.2

Interpretability

Model: accuracy

None

B-CNN: 85.1 (bb), 84.1 (full)

Object-level attn.

CAM.: 70.5 (bb), 63.0 (full)

Part-level
attention

Part R-CNN: 76.4 (bb+anno.); PS-CNN: 76.2 (bb+anno.);
PN-CNN: 85.4 (bb+anno.); DeepLAC: 80.3 (anno.);
SPDA-CNN: 85.1 (bb+anno.); PA-CNN: 82.8 (bb);
MG-CNN: 83.0 (bb), 81.7 (full); ST-CNN: 84.1 (full);
2-level attn.: 77.9 (full); FCAN: 82.0 (full);

Neural const.: 81.0 (full); MA-CNN: 86.5 (full);
RA-CNN: 85.3 (full)

Part-level attn. +
prototypical cases

ProtoPNet (ours):
80.8 (full, VGG19+Densel21+Densel61-based)
84.8 (bb, VGG19+ResNet34+DenseNet121-based)




16

Analysis of Latent Space

Cardinal

(a) nearest prototypes of two test images
left: original test image
right: top: three nearest prototypes of the image,
with prototypical parts shown in box
below: test image with patch closest to each
prototype shown in box

Prototype Nearest training patches
(in bounding box) (in bounding box)

(b) nearest image patches to prototypes
left: prototype, with prototypical parts in box
middle: nearest training images to prototype, with patch closest to prototype in box
right: nearest test images to prototype, with patch closest to prototype in box

Nearest test patches
(in bounding box)
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