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Background: GQN, NP and Meta-Learning

"What if the stochastic process also had some underlying 
temporal dynamics?"

[1] Eslami, SM Ali, et al. "Neural scene representation and rendering."Science360.6394 (2018): 1204-1210.

[2] Garnelo, Marta, et al. "Neural processes."arXiv preprint arXiv:1807.01622(2018).
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Stochastic Processes with Time Structure

Bouncing 2D Shapes Temperature of a rod 
changing with time

Moving 3D Object
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Simple Extension of the Baselines

ÅAppend time t to the query in 
Neural Processes or GQN.

ÅOur findings show that this 
does not work wellsince it 
does not model time explicitly.

ÅPoor generation quality

ÅCannot generalize to long time-
horizons
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Sequential Neural Processes

Meta-Transfer Learning.
"We need not learn everything from current context 
but only use it to update our prior hypothesis."



Inference and Learning

ÅWe train the model via a variational approximation.

ÅThis leads to the following ELBO training objective.

A realization of the 
inference model using a 

backward RNN.
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Demonstrations



ColorCube
Context is shown in the first 5 time-steps and the remaining are predicted purely on the command of the 
actions provided to the object. The actions can be translation (L, R, U, D) or rotations (Clockwise, A-Clockwise)

1st time-step 
without context
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ColorCube
Context is shown in the first 5 time-steps and the remaining are predicted purely on the command of the 
actions provided to the object. The actions can be translation (L, R, U, D) or rotations (Clockwise, A-Clockwise)

20th time-step 
without context.

Beyond training
time horizon
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Comparing against GQN



ColorShapes : Tracking and Updating
Context is shown intermittently and we allow the predictions to diverge from the true. On seeing the context, 
we observe that the belief about the object is updated.

Context is being shown.
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ColorShapes : Tracking and Updating
Context is shown intermittently and we allow the predictions to diverge from the true. On seeing the context, 
we observe that the belief about the object is updated.

Context is removed.


