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Guided Meta-Policy Search 

● Off-policy learning

● Easier to optimize

Supervised Meta-RL Objective



Experimental Setup

Sawyer: Pushing Sawyer: Door Opening Legged Locomotion















Comparison to on-policy meta-RL methods 
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Extrapolation 
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Meta-Learning from Demos : Sparse Reward 

Door Opening



















Meta-Learning from Demos : Visual Observations

Pushing















Please come visit our poster at East Exhibition Hall B+C #42,  5:30 - 7:30 pm

GMPS decouples meta-optimization

Github   : russellmendonca/GMPS
Website : sites.google.com/berkeley.edu/guided-metapolicy-search
Contact :  russellm@berkeley.edu

Supervised 
Meta-RL Objective

https://github.com/russellmendonca/GMPS
https://sites.google.com/berkeley.edu/guided-metapolicy-search/home


Please come visit our poster at East Exhibition Hall B+C #42 

Thank You ! 
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