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✓ Theoretical understanding of the generalization performance

✓ Regime: $p \to \infty$, $\frac{n}{p} = \Theta(1)$
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✓ Main contribution: rigorous proof by adaptive (Guerra) interpolation
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Main result (2) - Message Passing Algorithm

Traditional approach:
- Minimize a loss function. Not optimal for limited number of samples.

Approximate Message Passing (AMP) algorithm:
- Expansion of BP equations on a factor graph. Closed set of iterative equations. Estimates marginal probabilities $m_j(w_j)$
- Conjectured to be \textit{optimal} among polynomial algorithms
- Can be \textit{tracked rigorously} (state evolution given by critical points of the replica mutual information) [Montanari-Bayati '10]

\begin{align*}
P_{\text{out}}(Y_i | X_i W) &= w_j P_0(w_j) \\
&= m_{j \rightarrow i}(w_j)
\end{align*}

Factor graph representation of the committee machine
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TO KNOW MORE:

https://github.com/benjaminaubin/TheCommitteeMachine
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