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Interpretability for Deep CNNs
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Our Question

Do these methods work?
Sanity Check: **Model Parameter Randomization**
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Visually indistinguishable!
Cascading Randomization Inception V3

To assess sensitivity to model parameters, we randomize the parameters of a model and compare explanations derived from a model with random weights to one with trained weights.
To assess the degree to which saliency maps capture the input-label relationship, we compare maps derived from models trained on data with permuted labels to maps derived from models trained with true labels [ZBHRV’17].
Conclusion

1. **Sanity Checks**: model parameter randomization & data randomization tests.

2. **Visual assessment of saliency maps is inadequate.**

3. The inductive bias of a model, e.g. convolution for CNNs, has a strong influence on saliency maps.

4. Nie et. al (ICML 2018), independent of this work, observed similar findings.
Thanks!
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