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• The model is a variant of an auto-encoder operating in feature space
• The network learns to encode the delta between the reference and the target image
• This delta is used to recover the target image as a (non-linear) combination of the reference and the delta
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- At test time we sample encoded deltas from random training image pairs
- The sampled deltas are used to create samples for new classes by combining them with the new class reference examples
- These samples are used to train a classifier for the new category
Few-shot classification experiments

- **miniImageNet**: 58.5 (previous SOA) → 59.9 (ours)
- **CIFAR-100**: 63.4 (previous SOA) → 66.7 (ours)
- **Caltech-256**: 63.8 (previous SOA) → 73.2 (ours)
- **CUB**: 69.6 (previous SOA) → 69.8 (ours)
Few-shot classification experiments

**miniImageNet**: 58.5 (previous SOA) $\rightarrow$ 59.9 (ours)
**CIFAR-100**: 63.4 (previous SOA) $\rightarrow$ 66.7 (ours)
**Caltech-256**: 63.8 (previous SOA) $\rightarrow$ 73.2 (ours)
**CUB**: 69.6 (previous SOA) $\rightarrow$ 69.8 (ours)
Real vs synthetic examples ablation study

![Graph showing accuracy vs number of generated samples for 1-shot and 5-shot accuracy, along with nearest-neighbor baseline accuracies.](image-url)
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