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Finding Paths between Modes

- Weights of pretrained networks: \( \hat{w}_1, \hat{w}_2 \in \mathbb{R}^{|\text{net}|} \)

- Define parametric curve: \( \phi_\theta(\cdot) [0, 1] \rightarrow \mathbb{R}^{|\text{net}|} \)

  \[
  \phi_\theta(0) = \hat{w}_1, \quad \phi_\theta(1) = \hat{w}_2
  \]

- DNN loss function: \( \mathcal{L}(w) \)

- Minimize averaged loss w.r.t. \( \theta \)

\[
\minimize{\theta} \int_0^1 \mathcal{L}(\phi_\theta(t))dt = \mathbb{E}_{t \sim U(0, 1)} \mathcal{L}(\phi_\theta(t))
\]
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Fast Geometric Ensembles (FGE)
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Ensembling Results

SSE = Huang et al., (‘‘Snapshot ensembles: Train 1, get m for free’’), ICLR 2017
Summary

- Local optima are connected by simple curves.
- To find these curves we minimize loss uniformly in expectation over a path from one mode to another.
- We are inspired by these insights to propose a fast ensembling algorithm.

PyTorch code released for both mode connectivity and FGE
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