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Empirical Success of Deep Learning

- Computer vision
- Machine translation
- Game playing
- Robots
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• **Key challenge:** the optimization is non-convex

Theoretically hard but practically not difficult!
Mystery I: Over-Parameterization Helps Optimization

- Empirical observation: easier to train wider networks

On the Computational Efficiency of Training Neural Networks. Roi Livni, Shai Shalev-Shwartz, Ohad Shamir. NeurIPS 2014.
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The optimization magically figures out the structure of the data!
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